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This paper uses a structural VAR methodology to identify aggregate
demand and supply shocks to real output for the South African
economy. Demand shocks, in turn, are separated into fiscal and monetary
shocks. The model is estimated with quarterly data over two overlapping
samples: 1960Q2–2006Q4 and 1983Q4–2006Q4. The identified (struc-
tural) shocks were used in a historical decomposition to split output
into a measure of potential output (resulting from the evolution of
supply shocks) and a measure of the business cycle (the gap between
actual and potential output). This measure of potential output suggests
a significant decline relative to trend in the years prior to the political
transition of 1994 and a swift reversal thereafter. The paper presents
evidence from three sources to support its identification of aggregate
supply and demand shocks. These sources are the following: theory
consistent impulse response functions; a close match between the
implied measure of the business cycle and independent information
about the South African business cycle and a demonstration of the close
match between the identified series of aggregate supply shocks and
important historical events in the decades prior to and following 1994
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that have been identified by economic historians as important shocks to the
South African economy.

JEL Classification: C25, C41, E32

This paper offers a decomposition of output fluctuations into
aggregate demand and aggregate supply shocks in South Africa
for the period since the early 1960s. Theoretically motivated
long-run restrictions are used to identify these shocks in a three-
variable vector-autoregressive (VAR) model. The aggregate
demand shocks, assumed to be transitory in nature, provide a
new measure of the business cycle, whereas the cumulative aggre-
gate supply shocks, assumed to have a long-lasting effect on
output, provide a novel estimate of potential output.

The research is motivated by the South African government’s
ongoing attempts to identify constraints to economic growth with
the goal of raising the sustainable rate of growth of the economy
and employment creation. As such, it contributes to the literature
on quantifying measures of both potential GDP and, by
implication, the business cycle in South Africa. The overlapping
interests of researchers in potential GDP and the business cycle
are evident from the attention given to potentially pro-cyclical
macroeconomic policy in the Harvard-based Center for
International Development’s project to study opportunities for
accelerated growth in South Africa (Frankel et al., 2007).

The first section of the paper is a brief introduction to the South
African literature on measuring potential GDP. This is followed by
an exposition of the structural VAR method used to identify the
various shocks to output. Section 3 describes the data used and
Section 4 follows with the empirical results.

1. Literature

With the notable exception of De Jager and Smal (1984), the empiri-
cal literature on potential GDP in South Africa is fairly recent. Many
of these studies compare different methods, making it difficult
to classify the South African literature according to method, as
is done in many of the international surveys, for example,
DuPasquier et al. (1999).
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The focus of the literature has, however, been on contrasting
univariate statistical techniques, notably the Hodrick–Prescott (HP)
filter, with structural production function methods.1 Production
function models in this literature generally rely on a Cobb–Douglas
functional form [though Smit and Burrows (2002) also estimate a
CES functional form]. It is expected that the univariate statistical
filters will generate potential GDP growth rates close to the observed
experience for a given period, but it is striking that the production
function models yield very similar estimates of potential GDP.

While the comparative studies have indicated considerable
agreement across methods in the estimates of potential GDP for
given historical intervals in South Africa, the empirical macroeco-
nomic literature that uses potential GDP to generate output gaps
has predominantly used the HP filter to identify potential GDP.
Examples of these include Kaseeram et al. (2004), Burger and
Marinkov (2006), Geldenhuys and Marinkov (2006), Woglom
(2005), Knedlik (2006) and Fedderke and Schaling (2005).

2. Identifying aggregate supply and demand shocks: an SVAR
analysis

An influential literature, starting with Shapiro and Watson (1988)
and Blanchard and Quah (1989), uses long-run restrictions based
on neutrality properties derived from macroeconomic theory to
identify permanent and transitory shocks to real output. While
Blanchard and Quah (1989) interpreted the permanent shocks as
aggregate supply shocks and the transitory shocks as aggregate
demand shocks, the technique has since become widely used to
generate joint estimates of potential GDP (the cumulative aggregate
supply shock) and measures of business cycle fluctuations (the
cumulative aggregate demand shock) (DuPasquier et al., 1999).

Blanchard and Quah (1989) identified these shocks in a bivariate
VAR model with two stationary variables, the rate of growth of real
GDP (real GDP itself having a unit root) and the rate of unemploy-
ment. This model can be extended in various directions by adding
more variables with unit roots and/or by expanding the model
with other covariance stationary variables. The early example of

1 Examples include Smit and Burrows (2002), Arora and Bhundia (2003), Du Toit
and Moolman (2003), Akinboade (2005) and Du Toit et al. (2006).
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King et al. (1991) used both these extensions, while Galı́ (1992)
decomposed the demand shock into several components, estimat-
ing the independent effects of monetary and fiscal policy. Clarida
and Galı́ (1994) studied the effect of real and nominal shocks
on exchange rates. This paper follows Clarida and Galı́’s (1994)
three-variable model by explicitly combining real GDP with two
demand shocks, one interpreted as a fiscal policy shock and the
other as a monetary policy shock.

The technical exposition follows Clarida and Galı́ (1994) and
starts with the proposition that the three variables (the first differ-
ence of real GDP, the fiscal policy measure and the monetary
policy measure) are jointly determined by a simultaneous equation
system which can be represented by a covariance stationary MA
representation such as equation (1),

xt ¼ CðLÞ1t;

where

xt ¼

Dyt
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rt
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where fyt, gt, rtg refers to (log) real GDP, the fiscal policy measure
and the real interest rate, respectively,2 while f1tg are the orthogonal
structural shocks identified with each of these variables. The
problem is that this system (equation 1), with orthogonal shocks,
is not observable and cannot be estimated as such. Instead we
can estimate a reduced form VAR with the MA representation
shown in equation (2):

xt ¼ RðLÞut;

where

ut ¼

u1t

u2t

u3t

2
64

3
75;

ð2Þ

2 The model can also be run using inflation as a measure of monetary policy. The
results were found to be very similar to those obtained by using the real interest
rate.
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where futg are the reduced-form disturbances. The variance covari-
ance matrix is given in equation (3):

S ¼ Eutu
0
t; ð3Þ

and this matrix may have positive non-diagonal elements. Assume,
however, that a non-singular matrix S exists such that ut ¼ S1t,
which implies that C(L) ¼ R(L)S. Keep in mind that by construction
R(0) ¼ I, which means that C(0) ¼ S.

After normalising the elements of f1tg so that their variance
covariance is the identity matrix, it follows that equation (3) can
be written as:

S ¼ Eðuu0Þ ¼ EðS110S0Þ ¼ SS0 ¼ C0C00 ð4Þ

where C0 is the 3 � 3 matrix of contemporaneous structural
relationships. Because equation (4) provides only six independent
equations, three additional restrictions are required in order to esti-
mate the full matrix and identify the nine elements of C0. Once this
matrix has been computed, identification of the structural shocks
f1tg follows directly from inverting the relationship u ¼ C01t. The
structural representation obtains from inverting C(L) ¼ R(L)C0.

Where do these three additional restrictions, to orthogonalise the
system, come from? It was Blanchard and Quah’s (1989) suggestion
that restrictions on the long-run relationship between the three vari-
ables might complete the identification scheme. In their case, it
required only one long-run restriction: a neutrality condition that
the demand shock would not affect real output in the long run.
However, in the three-variable model used here, we require three
additional restrictions to identify the structural shocks and the
dynamics of the structural system C(L).

Define C(1) as C0 þ C1 þ C2 þ. . . and use this to define three
additional restrictions. The first two of these long-run restrictions
require that fiscal and monetary policy shocks have no long-run
effects on real GDP, as expressed in equation (5):

C12ð1Þ ¼ C13ð1Þ ¼ 0 ð5Þ

Finally, the long-run effect of monetary policy on the stance of
fiscal policy is also restricted to zero as expressed in equation (6):

C23ð1Þ ¼ 0 ð6Þ
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This last restriction implies that monetary shocks (that affect the
real interest rate) do not have long-run effects on the level of gov-
ernment consumption relative to GDP, the variable we will use to
measure fiscal policy. This, of course, requires strong assumptions
on the preferences for public goods to be true.

These restrictions create a lower triangular matrix C(1), which is
sufficient to recover the dynamics of the structural system, C1,
C2, . . . as well as the structural shocks (Clarida and Galı́, 1994).

Blanchard and Quah (1989) were cautious in interpreting the
resulting identified shocks as aggregate supply and demand
shocks. The long-run neutrality condition is not generally sufficient
to identify demand shocks, since demand shocks might (under
certain conditions) have a long-run impact on output, while aggre-
gate supply shocks may also impact at business cycle frequencies
or be short-lived. At best, their identification scheme was ‘nearly
correct’ (Blanchard and Quah, 1989, p. 659), and the extent to
which it was correct is an empirical matter.

To investigate the plausibility of the identification scheme on the
model posed here for South African data, we consider the same
output as Blanchard and Quah, i.e., impulse response functions, var-
iance decomposition analysis and a historical decomposition of the
output effects of the structural shocks. We then compare our histori-
cal decomposition with independent information about the business
cycle and factors affecting aggregate supply in South Africa.

3. Data

The data are seasonally adjusted quarterly time series, starting in
the second quarter of 1960 and ending in the third quarter of
2007. Table 1 shows the variables used in the model and
Figures 1–3 plot the three main variables. The reduced-form VAR
was estimated with four lags.

As a further robustness check, the estimation and identification
were implemented on the entire sample starting in the second
quarter of 1960 and on a sub-sample starting in the fourth
quarter of 1983. This check was carried out for two reasons. First,
the important evolution of the monetary policy regime in South
Africa during the early 1980s when quantitative controls were
largely abandoned in favour of market-based instruments, as was
recommended by the De Kock Commission (1985). Secondly, as
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can be seen in Figure 2, there is some doubt over the covariance
stationarity3 of the fiscal policy proxy over the longer sample, a
problem which is less serious in the shorter sample (further discus-
sion is provided in Appendix A).

As a proxy for the stance of fiscal policy, we use the ratio of
government consumption to GDP. Other measures of the stance
of fiscal policy, such as the budget balance, are jointly determined
with the economic cycle and are inappropriate for the purpose at
hand due to the effect of the business cycle on government reven-
ues. Thus, a more exogenous measure of the policy stance of the
government and therefore a more useful proxy of fiscal policy is
the ratio of government expenditure to GDP. This is also the
measure used by Fatás and Mihov (2003) to investigate the poten-
tially destabilising role of fiscal policy in a large cross-country
study.4

As a proxy for monetary policy, we use the real interest rate.
Alternative estimations using the inflation rate itself were done,
delivering comparable results which are available upon request.5

Table 1: Data

Variable Calculation Source

Dyt First difference of the log of real GDP SARB, RB6006D
gt Ratio of government consumption to GDP SARB, RB6008D, RB6006D
rt Real interest rate calculated using monthly

data and a within-quarter formulaa
SARB, discount rate and

CPI index, RB 7032 N

aFor each quarter, the real interest rate was calculated using monthly data and the
following formula, where mt means the second month of the quarter:

rt ¼ k
½1þAvgðimt�1; imt; imtþ1Þ�

f1þ½lnðCPImt�2Þ � lnðCPImtþ1Þ�g
4
�1l�100

3 Ideally, all the variables in the estimated model should be covariance stationary,
which implies that they must not have stochastic trends.

4 However, running the model with the budget balance or using the change in the
government expenditure to GDP ratio delivers virtually the same results.

5 The model using inflation shows that monetary shocks induce a persistence of
inflation which lasts 2–3 years, whereas supply shocks produce deflation.
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4. Results

This section reports impulse responses and historical decompo-
sitions to support the plausibility of the identified supply and
demand shocks proposed here.

Figure 1: First Difference of Logged Real GDP

Figure 2: Ratio of Government Expenditure to GDP
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4.1. Innovation Accounting

Innovation accounting entails considering the impulse responses
and variance decomposition of structural VAR models. The first
task is to inspect the impulse response functions of the identified
shocks to determine whether they match theoretical priors concern-
ing the direction and magnitude of impact. Figure 4 shows the
impulse responses of real GDP for each of the identified shocks
and for both the longer and shorter sample models.

The impulse responses in Figure 4 are consistent with theoretical
priors. The supply shock has a permanent impact on real GDP,
while the two components of aggregate demand have, by construc-
tion, only transitory effects. A positive fiscal shock has, as expected,
a temporary expansionary impact on real GDP, while a positive
shock to the real interest rate has a temporary contractionary
impact on real output. The fiscal effect is stronger in the longer
sample (likewise, monetary shocks appear less effective in the
longer sample).

The variance decomposition of real GDP shows the proportion of
the variance of real GDP which can be accounted for by the three
identified shocks over various horizons. Table 2 contains the variance
decomposition for real GDP, from which two deductions follow.
First, the long-run development of real GDP is dominated by the
history of supply shocks. Secondly, over the short-to-medium term,

Figure 3: Real Interest Rate (in Percentage Points)
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fiscal shocks dominate monetary shocks in their impact on real
GDP, but only in the model estimated on the longer sample. In
the post-1983 sample, the relative importance of monetary and
fiscal policy shocks is reversed.

This difference between the variance decompositions of the
shorter and longer sample models might be due to the changing
average size and variability of the three structural shocks over the
sample period. Figure 5 uses box plots by decade to show how
the distribution of these shocks has changed over time. The

Figure 4: Impulse Response of Real GDP for Each of the Identified Shocks (Data Should
Be Interpreted as the Log Effect on GDP from a Standard Deviation Shock for Each of the

Shocks)
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Table 2: Variance Decomposition of Real GDP

Quarter Variance decomposition of GDP

Supply shock (%) Fiscal shock (%) Monetary shock (%)

Longer sample (1960þ)
1 68.7 24.7 6.5
2 68.1 28.1 3.8
3 58.5 33.1 8.4
4 62.7 31.6 5.8
5 64.9 29.9 5.2
6 64.8 30.0 5.2
7 69.8 26.7 3.5
8 71.9 24.9 3.2
9 74.0 23.5 2.5
10 76.7 21.3 2.0
11 78.0 20.2 1.8
12 79.6 18.9 1.4
13 81.0 17.7 1.2
14 82.1 16.8 1.1
15 83 15.8 0.9
20 87.7 11.9 0.5
30 92.8 7.0 0.2
50 97.1 2.8 0.0
75 98.9 1.1 0.0
100 99.6 0.4 0.0
Shorter sample (1983þ)
1 84.1 1.9 13.9
2 81.9 6.5 11.6
3 77.7 4.3 18.0
4 84.8 5.1 10.1
5 86.1 4.3 9.5
6 89.1 3.1 7.7
7 92.2 2.2 5.6
8 93.9 1.7 4.4
9 95.4 0.9 3.6
10 96.9 0.6 2.5
11 97.5 0.4 2.1
12 98.2 0.2 1.6
13 98.6 0.1 1.2

(continued on next page)
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monetary policy shocks have become more relevant since the 1960s,
while the opposite seems to have happened with fiscal policy
shocks. A model estimated over the entire sample period therefore
combines two very different sub-samples (with a pivotal point
around 1980) in the monetary history of South Africa. The model
suggests that monetary policy shocks were relatively ineffectual

Table 2: Continued

Quarter Variance decomposition of GDP

Supply shock (%) Fiscal shock (%) Monetary shock (%)

14 98.9 0.1 1.0
15 99.2 0.0 0.8
20 99.8 0.0 0.2
30 100.0 0.0 0.0
50 100.0 0.0 0.0
75 100.0 0.0 0.0
100 100.0 0.0 0.0

Figure 5: Box Plot of Structural Shocks to the Three Variables by Decade
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in the first sub-period and more effective in the second. These
results can be sensibly connected with the reforms of the monetary
policy regime introduced by the De Kock Commission and
implemented in the course of the early-to-middle 1980s which led
to a more effective monetary policy.

Figure 6 shows the impulse responses of the real interest rate
relative to the three identified shocks for both samples. A positive
supply shock raises the real interest rate temporarily in both
samples. This is the combination of two effects: the fact that monet-
ary policy appears to be countercyclical in the face of a supply
shock, as well as from the transitory disinflationary impact of a
positive supply shock.6 The countercyclicality of monetary policy
to a supply shock appears sensible when taking into account the
fact that supply shocks are quite relevant to explain output
dynamics at all horizons. Finally, a positive fiscal shock lowers
the real interest rate temporarily, notably in the model estimated
on the shorter sample, which suggests that over that sample, a
fiscal stimulus meets with accommodating monetary policy.

Figure 7 shows the impulse response functions for the govern-
ment expenditure to GDP ratio relative to the three identified
shocks for both samples. The reaction of the fiscal proxy to a
supply shock in both samples suggests that GDP responds faster
to a positive supply shock than government expenditure. Over
time, government expenditure catches up with GDP (thus leaving
the ratio unchanged in the long run). The positive response of a
fiscal shock to a rise in the real interest rate might suggest a counter-
acting fiscal response to a monetary policy shock, but even at its
maximum, the effect is very small and is not of great practical
interest.7

4.2 Historical Decomposition

The moving average representation of the structural system, i.e.,
equation (1), can be used to decompose the historical real GDP

6 In a model using inflation to identify monetary policy, positive supply shocks
lead to disinflation. The effects appear to be large with a standard deviation
supply shock leading to more than 3% reduction in annual inflation that disap-
pears slowly over the following three years.

7 Unfortunately, because these relationships are seldom estimated (e.g., the
response of fiscal policy to monetary policy and vice versa), it is difficult to
compare these results with previous work.
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series into paths attributable to each of the identified shocks. For
example, the structural VAR can be used to plot the evolution of
real GDP under the assumption that both demand shocks are
zero, to yield a measure of supply shocks to GDP which, aggregated
over time and added to any non-stationary drift, may construct an
estimate of potential GDP. Similar historical decompositions can be
used to plot the contribution of the two demand shocks to the time
path of GDP and jointly they will yield a measure of the business
cycle. Figure 8 shows the historical decomposition of real GDP

Figure 6: Impulse Response of the Real Interest Rate for Each of the Identified Shocks
(Result Should Be Interpreted as the Effect on Interest Rates in Percentage Points from

a Standard Deviation Shock for Each of the Shocks)
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into components due to supply shocks, fiscal shocks and monetary
shocks.8

The major difference between the historical decompositions for
the short and longer sample models lies in the much larger contri-
bution of fiscal shocks to GDP in the longer sample. For example,

Figure 7: Impulse Response of Government Consumption to GDP for Each of the
Identified Shocks (Result Should Be Interpreted as the Effect on Government

Consumption to GDP Ratio from a Standard Deviation Shock for Each of the Shocks)

8 The graph should be interpreted as the cumulative effect on GDP. For example,
Figure 8 shows the increase of somewhat less than 15% between 1961 and 1973.
Exact series for the potential output and business cycle measures are presented
in Appendix B.
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fiscal policy has contributed positively to real GDP since about 2000
on both estimates, but much more powerfully so in the model esti-
mated on the longer sample. However, in both models, the supply
shocks dominate fluctuations in real GDP.

Figure 8: Historical Decomposition of Real GDP (Cumulative Effect on the Ratio, e.g.,
0.10 Implies Output above 10% Its 1961 Level)
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The patterns of the cumulated supply shocks are not identical in
the two models but show remarkable similarity, with both record-
ing continued negative supply shocks from the mid-1980s
through 1994, after which positive supply shocks moved actual
and potential real GDP up. Figure 9 shows the estimated potential
GDP for the shorter and longer samples yielded by this decompo-
sition by combining the supply shock with the underlying trend
(identified by the constant in the GDP growth equation of the struc-
tural VAR) associated to more stable growth parameters such as
population growth and some level of technological change.

The longer sample yields an opportunity to quantify the cumu-
lative loss in aggregate supply suffered by the South African
economy in the twilight of apartheid. The top graph in Figure 9
shows that the generally positive supply shocks of the 1960s were
reversed from 1973 onwards. Adverse international events,
notably the first oil shock, but also the collapse of the Portuguese
colonies (Mozambique and Angola) which created hostile states
on the borders of South Africa, signalled the start of two decades
of adverse supply shocks. Domestic unrest in 1976 and again in
the mid-1980s, the debt standstill in 1985 and the final unravelling
of the National Party’s grip on political power were all along the
path of declining potential GDP, most likely fuelled by significant
human and capital flight.

Figure 10 matches important international events, political devel-
opments, policy decisions and economic shocks to the cumulative
supply shocks as identified by the longer sample model. On this
measurement, potential GDP declined by a cumulative 30% relative
to trend between the mid-1970s and the mid-1990s. In this way, the
decomposition provides a unique quantification of the costs of
maintaining apartheid since the 1970s, in a time of adverse inter-
national shocks. It yields a plausible pattern and magnitude,
given historical accounts of the economic costs of apartheid by
Moll (1991) and Feinstein (2005), for example.

The 30% decline itself can be decomposed to obtain a better
picture of its underlying causes. Running an alternative model
(not shown) identical to the one used here but where we incorpor-
ate the US fed funds rate and South Africa’s terms of trade as
exogenous variables delivers a combined effect of the new esti-
mated supply shock together with the effect of these two exogenous
variables that is virtually identical to the supply shock shown in
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Figure 9: New Measure of Aggregate Supply
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Figure 8. But this new analysis reveals that all of the decline in
output observed between 1973 and 1989 (about 15%) can be fully
attributed to these external conditions. However from the
additional 15% decline observed between 1989 and 1994, only 5%
can be associated to these external conditions. Thus the final
stages of the apartheid system imposed significant costs to the
system that cannot be explained, at least by these two exogenous
variables.

The new measure of potential GDP also shows a marked rise in
potential GDP since 1994, starting almost immediately after the pol-
itical transition to the current democratic regime. While the pattern
differs for the models estimated on the longer and shorter samples
(the longer sample model shows a sharper bounce in potential GDP
immediately after the political transition which flattens out after
2000, while the shorter sample model shows a slower initial
response for potential GDP but an acceleration after 2000), both
imply that potential GDP has lately been growing at a healthy
rate, though well short of the goals set by the South African govern-
ment. Table 3 shows the growth rate of potential GDP for the two
models calculated over different sub-samples of the post-1994 era.
The estimates in Table 3 suggest a range of 3 to 4.6% for the

Figure 10: Events Associated with Supply Shocks to the South African Economy
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